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#### Abstract

The motivation of this paper is to study a second order elliptic operator which appears naturally in Riemannian geometry, for instance in the study of hypersurfaces with constant $r$-mean curvature. We prove a generalized Bochner-type formula for such a kind of operators and as applications we obtain some sharp estimates for the first nonzero eigenvalues in two special cases. These results can be considered as generalizations of the Lichnerowicz-Obata Theorem.
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## 1 Introduction

Let $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ be a local coframe field defined on a Riemannian manifold $(M, g)$. For a symmetric tensor $\phi=\sum_{i, j=1}^{n} \phi_{i j} \omega_{i} \otimes \omega_{j}$ on $M$, Cheng and Yau, see [11], define an operator associated to $\phi$ by

$$
\begin{equation*}
\square f=\sum_{i, j=1}^{n} \phi_{i j} f_{i j} \tag{1.1}
\end{equation*}
$$

In this paper, we prove the following new Bochner type formula.
Theorem 1.1. Let $M^{n}$ be a Riemannian manifold and $\phi=\sum_{i, j=1}^{n} \phi_{i j} \omega_{i} \otimes \omega_{j}$ be a symmetric tensor defined on $M$. Then, for any smooth function $f: M \rightarrow \mathbb{R}$,

[^0]and for any $c \in \mathbb{R}$,
\[

$$
\begin{align*}
\frac{1}{2} \square\left(|\nabla f|^{2}\right)= & \langle\nabla f, \nabla(\square f)\rangle+\langle\phi(\nabla f), \nabla(\Delta f)\rangle \\
& +2 \sum_{i, j, k=1}^{n} \phi_{i j} f_{j k} f_{k i}+2 \sum_{i, j, k, m=1}^{n} f_{i} f_{j} \phi_{i m} R_{m k j k} \\
& +c \sum_{i, j=1}^{n}(\operatorname{tr} \phi)_{i j} f_{i} f_{j}-\sum_{i, j=1}^{n} f_{i} f_{j} \Delta \phi_{i j} \\
& +\sum_{i, j=1}^{n} f_{i} f_{j}\left(\sum_{k=1}^{n} \phi_{i k k}-c \sum_{k=1}^{n} \phi_{k k i}\right)_{j}  \tag{1.2}\\
& +\sum_{k=1}^{n}\left(\sum_{i, j=1}^{n} f_{i} f_{j}\left(\phi_{j i k}-\phi_{j k i}\right)\right)_{k} \\
& -\sum_{k=1}^{n}\left(\sum_{i, j=1}^{n} f_{j} \phi_{i j} f_{i k}\right)_{k}
\end{align*}
$$
\]

Remark 1.1. If $\phi$ is equal to the metric $g$, then $\sum_{k=1}^{n}\left(\sum_{i, j=1}^{n} f_{j} \phi_{i j} f_{i k}\right)_{k}=$ $\frac{1}{2} \Delta|\nabla f|^{2}$, and Theorem 1.1 is exactly the Bochner formula for the Laplacian

$$
\Delta|\nabla f|^{2}=2\langle\nabla f, \nabla(\Delta f)\rangle+2|\operatorname{Hess} f|^{2}+2 \operatorname{Ric}(\nabla f, \nabla f)
$$

Remark 1.2. Notice that the last two terms in (1.2) are in divergent form and thus their integrals vanish when the manifold $M$ is compact. In applications we have some natural examples of $\phi$ satisfying $\sum_{k=1}^{n} \phi_{i k k}-c \sum_{k=1}^{n} \phi_{k k i}=0$ for some constant $c$ (see Appendix).

Of course, an application of the new Bochner formula is to recover the wellknown Lich- nerowicz-Obata Theorem about the first eigenvalue for the Laplacian [16] and [18].

Theorem. Let $M$ be an n-dimensional compact Riemannian manifold with Ricci curvature bounded below by $(n-1) a^{2}$. Then the first nonzero eigenvalue $\lambda$ of the Laplacian acting on functions of $M$ satisfies $\lambda \geq n a^{2}$ and the equality holds if and only if $M$ is isometric to the round sphere.

Before we state two more applications for second order differential operators, we discuss some known properties of $\square$.

Associated to tensor $\phi$ we have the (1, 1)-tensor, still denoted by $\phi$, defined by

$$
\phi(X, Y)=\langle\phi(X), Y\rangle, \forall X, Y \in T M
$$

Here are two basic properties of the operator $\square$.

1) It follows from Cheng and Yau (Proposition 1 in [11]) that

$$
\square f=\operatorname{div}(\phi(\nabla f))-\sum_{i=1}^{n}\left(\sum_{j=1}^{n} \phi_{i j j}\right) f_{i} .
$$

2) We say that $\phi$ is divergence free if $\operatorname{div} \phi \equiv 0$ or, equivalently, $\sum_{j=1}^{n} \phi_{i j j} \equiv 0$, for all $1 \leq j \leq n$.

If $M$ is compact, we know that $\square$ is self-adjoint if and only if $\phi$ is divergence free (see also [11], Proposition 1). If $\phi$ is symmetric and positive definite, then $\square$ is strictly elliptic. Therefore, if $\phi$ is divergence free, symmetric and positive definite, then $\square$ is strictly elliptic and self-adjoint. Furthermore, the spectrum of $\square$ is discrete and it makes sense to consider eigenvalues, see for example [14], p. 214.

Now let us explain the applications of Theorem 1.1 to get estimates for the first eigenvalue for two types of operators $\square$ which arise naturally in Riemannian geometry and submanifold theory.
a) Let us denote by Ric the Ricci tensor of M. Namely

$$
\operatorname{Ric}(X, Y)=\sum_{i=1}^{n}\left\langle\operatorname{Rm}\left(X, e_{i}\right) Y, e_{i}\right\rangle
$$

where $\operatorname{Rm}(U, V) W=\nabla_{V} \nabla_{U} W-\nabla_{U} \nabla_{V} W+\nabla_{[U, V]} W$ is the curvature tensor of $M$. The scalar curvature $R$ of $M$ is defined by the trace of Ricci tensor. We will also denote by Ric the linear operator associated with the Ricci tensor, i.e., $\operatorname{Ric}(X, Y)=\langle\operatorname{Ric}(X), Y\rangle$, as well as its coordinates will be denoted by $\operatorname{Ric}_{i j}$. If $\left\{e_{1}, \ldots, e_{n}\right\}$ is an orthonormal frame, the components of the curvature tensor of $M$ can be written by (see [8] p. 48)

$$
\begin{aligned}
R_{i j k l}= & \frac{1}{n-2}\left(\operatorname{Ric}_{i k} g_{j l}-\operatorname{Ric}_{i l} g_{j k}+\operatorname{Ric}_{j l} g_{i k}-\operatorname{Ric}_{j k} g_{i l}\right) \\
& -\frac{R}{(n-1)(n-2)}\left(g_{i k} g_{j l}-g_{i l} g_{j k}\right)+W_{i j k l} .
\end{aligned}
$$

where $W_{i j k l}$ are the components of the Weyl tensor $W$.
When $n \geq 3$, the components of Schouten operator $S$ of $M$ are defined by

$$
S_{i j}=\operatorname{Ric}_{i j}-\frac{R}{2(n-1)} g_{i j}
$$

In this case, one can rewrite the components of the curvature tensor by

$$
R_{i j k l}=\frac{1}{n-2}\left(S_{i k} g_{j l}-S_{i l} g_{j k}+S_{j l} g_{i k}-S_{j k} g_{i l}\right)+W_{i j k l} .
$$

The operator $\square_{S}$ is defined by

$$
\square_{S} f=\sum_{i, j=1}^{n} S_{i j} f_{i j}=\sum_{i, j=1}^{n}\left(\operatorname{Ric}_{i j}-\frac{R}{2(n-1)} g_{i j}\right) f_{i j}
$$

We prove (see equation (5.1), p. 512) that $S$ is divergence free (or equivalently, $\square_{S}$ is self-adjoint) if and only if $M$ has constant scalar curvature.

Definition 1.1. A Riemannian manifold is called to have harmonic Weyl tensor if $\operatorname{div} W \equiv 0$.

In this case, the Schouten operator is a Codazzi operator, i.e., $S_{i j k}=S_{i k j}$. Our first application of Theorem 1.1 is the following

Theorem 1.2. Let $M^{n}, n \geq 4$ be a compact Riemannian manifold which has harmonic Weyl tensor. If $M$ has constant scalar curvature $R$ and the Schouten tensor is positive definite, then the first nonzero eigenvalue $\mu_{1}\left(\square_{S}, M\right)$ satisfies

$$
\begin{gather*}
\mu_{1}\left(\square_{S}, M\right) \geq \\
\frac{n-2}{2(n-1)}\left(\frac{R}{R-2 L_{0}}\right)\left[L_{0}^{2}-\left(\frac{R}{2(n-1)}+K_{0}\right) L_{0}+\frac{1}{2} K_{0} R\right], \tag{1.3}
\end{gather*}
$$

where $K_{0}$ and $L_{0}$ are the lower bounds of the sectional curvature and Ricci curvature of $M$, respectively.

Furthermore, the equality holds if and only if $M$ is the round sphere $\mathbb{S}^{n}\left(K_{0}\right)$.
Remark 1.3. Recall that a Riemannian manifold $(M, g)$ is said locally conformally flat if, for any $p \in M$, there exists a neighborhood $V$ of $p$ and a smooth function $f$ defined on $V$ such that $\left(V, e^{2 f} g\right)$ is flat. It is well known (cf. [8], p. 60) that $M^{n}, n \geq 4$, is locally conformally flat if and only if the Weyl tensor vanishes. In [9], Q.M. Cheng has proved that the only compact,
connected, oriented, locally conformally flat, $n$-dimensional Riemannian manifold with constant scalar curvature and non-negative Ricci curvature are those which are quotients of a space form or a Riemannian product $\mathbb{S}^{1} \times \mathbb{S}^{n}(\kappa)$. On the other hand, there are many examples of compact manifolds with harmonic Weyl tensor, see, for example, [8], p. 440-443.
b) Our second application is about isometric immersions.

Let $M^{n}$ be a $n$-dimensional Riemannian manifold and $x: M^{n} \rightarrow \bar{M}^{n+1}$ be an isometric immersion of $M$ to $(n+1)$-dimensional Riemannian manifold. Denote by $A$ and $H$ the shape operator and the mean curvature of the immersion. If $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the eigenvalues of $A$, i.e. the principal curvatures of the immersion, then $H=\sum_{i=1}^{n} \lambda_{i}$.
The first Newton transformation $P_{1}: T M \rightarrow T M$, associated with the second fundamental form $A$, is defined by

$$
P_{1}=H I-A .
$$

Let us define the differential operator $L_{1}$ by

$$
\begin{equation*}
L_{1} f=\sum_{i, j=1}^{n}\left(P_{1}\right)_{i j} f_{i j}=\sum_{i, j=1}^{n}\left(H g_{i j}-h_{i j}\right) f_{i j}, \tag{1.4}
\end{equation*}
$$

where $h_{i j}$ are the components of second fundamental form. Note that $P_{1}$ is a symmetric linear operator. The operator $L_{1}$ was first introduced by Voss in [24] and appears naturally in the study of variation theory for curvature functional $\mathcal{A}_{1}=\int_{M} H d M$, which is called 1-area of $M$. See for example [20] and [7] for more details.

It has been shown by Reilly, [20], that $P_{1}$ is divergence free when $\bar{M}$ is a space form of constant sectional curvature. Therefore, under these assumptions, $L_{1}$ is self-adjoint.

The eigenvalues of $L_{1}$ plays an important role in the study of stability for hypersurfaces with constant $r$-mean curvature (see, for examples, [1, 2, 3, 4, 6]). In the case that $A>0$, we have $P_{1}$ positive definite. Therefore, $L_{1}$ is an elliptic operator. We have the following first eigenvalue estimate.

Theorem 1.3. Let $x: M^{n} \rightarrow \bar{M}^{n+1}(\kappa)$ be an isometric immersion of a compact Riemannian manifold into a space form of constant sectional curvature $\kappa$. Suppose that shape operator A satisfies

$$
0<\alpha I \leq A \leq a \alpha I
$$

where $\alpha>0$ and $a>1$ are constants. Then

1) when $\kappa>0$, the first nonzero eigenvalue $\mu\left(L_{1}, M\right)$ of operator $L_{1}$ satisfies

$$
\begin{gathered}
\mu\left(L_{1}, M\right) \geq \frac{1}{2}\left(\frac{n a}{n a-1}\right)\left[2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} \alpha-\sigma\right] \\
\text { where } \sigma=\max _{(p, v) \in T M} \operatorname{tr}\left(\left.\operatorname{Hess} H\right|_{v^{\perp}}\right)(p) \text { and } v^{\perp}=\left\{u \in T_{p} M ;\langle u, v\rangle=0\right\}
\end{gathered}
$$

2) when $\kappa \leq 0$, the first nonzero eigenvalue $\mu\left(L_{1}, M\right)$ of operator $L_{1}$ satisfies

$$
\mu\left(L_{1}, M\right) \geq \frac{1}{2}\left(\frac{n a}{n a-1}\right)\left[2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} a \alpha-\sigma\right]
$$

Furthermore, the equalities hold if and only if $M$ is a geodesic sphere with the canonical immersion.

Remark 1.4. If $A \geq \alpha I>0$ then, by using Gauss equation,

$$
\operatorname{Ric} \geq(n-1)\left[\kappa+\alpha^{2}\right]=\operatorname{Ric}_{\mathbb{S}^{n}(\alpha)}>0
$$

for $\alpha^{2}>-\kappa$. That is: Ric $\geq(n-1) \Lambda>0$ for some constant $\Lambda>0$. Conversely, if we assume the Lichnerowicz condition Ric $\geq(n-1) \Lambda>0$, then by using Gauss equation again, we have $\left\langle A \circ P_{1}(X), X\right\rangle \geq(n-1)[\Lambda-\kappa]|X|^{2}$. If we assume in addition that $P_{1}>0$ and $\Lambda>\kappa$, then $A$ is positive definite.

Remark 1.5. If the mean curvature $H$ is constant and $A \geq \kappa I$, then $x\left(M^{n}\right)$ is a geodesic sphere. In fact,
(1) if $\kappa=0$, by Hadamard theorem, cf. [15], [12], the immersion $x: M^{n} \rightarrow$ $\mathbb{R}^{n+1}$ is an embedding and $x\left(M^{n}\right)$ is a boundary of a convex domain of $\mathbb{R}^{n+1}$. Thus by using the Alexandrov Theorem, cf. [5], $x\left(M^{n}\right)$ is a round sphere;
(2) if $\kappa>0$, by do Carmo-Warner Theorem, cf. [12], then $x: M^{n} \rightarrow \mathbb{S}^{n+1}(\kappa)$ is an embedding and $x\left(M^{n}\right)$ is either totally geodesic or contained in a open hemisphere. In the last case, $x\left(M^{n}\right)$ is a boundary of a convex domain in $\mathbb{S}^{n+1}(\kappa)$. Since $A \geq \kappa I>0, x(M)$ cannot be totally geodesic. Thus $x(M)$ is contained in an open hemisphere. On the other hand, in [17], S. Montiel and A. Ros proved that if $x: M^{n} \rightarrow \mathbb{S}^{n+1}(\kappa)$ is an embedding such that the $r$-mean curvature $S_{r}$ is constant for some $r$ and $x\left(M^{n}\right)$ is contained in a open hemisphere, then $M^{n}$ is a geodesic sphere;
(3) if $\kappa<0$, by do Carmo-Warner Theorem, cf. [12], then $x: M^{n} \rightarrow$ $\mathbb{H}^{n+1}(\kappa)$ is an embedding and $x\left(M^{n}\right)$ is a boundary of a convex domain in $\mathbb{H}^{n+1}(\kappa)$. On the other hand, in [17], S. Montiel and A. Ros proved that if $x: M^{n} \rightarrow \mathbb{H}^{n+1}(\kappa)$ is an embedding such that $S_{r}$ is constant for some $r$ then $M^{n}$ is a geodesic sphere.

The rest of the paper is organized as follows: In Section 2, we give the proof of Theorem 1.1, in Section 3 we prove Theorem 1.2, and in Section 4 we prove Theorem 1.3. Eventually, in the Appendix, we prove Proposition 5.1, which collects some properties of the Newton and Shouten tensors that we use throughout the paper.

## 2 A Bochner-type formula

In this section we will prove a Bochner type formula for the differential operator $\square$ mentioned in the introduction.

Proof of Theorem 1.1. For a point $p \in M$, for any orthonormal frame $\left\{e_{1}, \ldots, e_{n}\right\}$ near $p$, we have $|\nabla f|^{2}=\sum_{i=1}^{n}\left(f_{i}\right)^{2}$ and

$$
\begin{aligned}
\frac{1}{2} \square\left(|\nabla f|^{2}\right) & =\frac{1}{2} \sum_{i=1}^{n} \sum_{j, k=1}^{n} \phi_{j k}\left(f_{i}^{2}\right)_{j k} \\
& =\sum_{i=1}^{n} \sum_{j, k=1}^{n} f_{i} \phi_{j k}\left(f_{i}\right)_{j k}+\sum_{i=1}^{n} \sum_{j, k=1}^{n} \phi_{j k}\left(f_{i}\right)_{j}\left(f_{i}\right)_{k}
\end{aligned}
$$

Now we choose an orthonormal frame $\left\{e_{1}, \ldots, e_{n}\right\}$ such that $\phi$ is diagonalized at $p$, i.e. $\phi_{j k}=\mu_{j} g_{j k}$, where $\mu_{j}$ are eigenvalues of $\left(\phi_{j k}\right)$. Then we choose an orthonormal frame in a neighborhood of $p \in M$ by parallel translating frame $\left\{e_{1}, \ldots, e_{n}\right\}$ at $p$. Here at $p$, we have $\nabla_{e_{i}} e_{j}=0$ at $p$. Moreover, $\nabla_{e_{i}} e_{j}=0$ along the geodesic tangent to $e_{i}$ which implies $\nabla_{e_{i}} \nabla_{e_{i}} e_{j}=0$ at $p$ for all $i, j$. Thus we have

$$
\frac{1}{2} \square\left(|\nabla f|^{2}\right)=\sum_{i, j=1}^{n} f_{i} \mu_{j}\left(f_{i}\right)_{j j}+\sum_{i, j=1}^{n} \phi_{j j}\left(f_{i}\right)_{j}\left(f_{i}\right)_{j}
$$

Since the terms $\left(f_{i}\right)_{j}$ and $\left(f_{i}\right)_{j j}$ denote differentiation of the function $f_{i}$, in general they are not equal to the covariant derivatives $f_{i j}$ and $f_{i j j}$ of $f$. However, by the special choice of our frame, we have $\left(f_{i}\right)_{j}=f_{i j}$ and $\left(f_{i}\right)_{j j}=f_{i j j}$ at $p$.

Therefore, at $p$

$$
\begin{aligned}
\sum_{i, j=1}^{n} f_{i} \mu_{j}\left(f_{i}\right)_{j j} & =\sum_{i, j, k=1}^{n} f_{i} f_{j k i} \phi_{j k}+\sum_{i, j, k, m=1}^{n} f_{i} f_{m} R_{m j i k} \phi_{j k} \\
& =\sum_{i, j, k=1}^{n} f_{i}\left(f_{j k} \phi_{j k}\right)_{i}-\sum_{i, j, k=1}^{n} f_{i} f_{j k} \phi_{j k i}+\sum_{i, j, k, m=1}^{n} f_{i} f_{m} R_{m j i k} \phi_{j k}
\end{aligned}
$$

Hence

$$
\begin{align*}
\frac{1}{2} \square\left(|\nabla f|^{2}\right)= & \langle\nabla f, \nabla(\square f)\rangle+\sum_{i, j, k=1}^{n} \phi_{i j} f_{j k} f_{k i}  \tag{2.1}\\
& +\sum_{i, j, k, m=1}^{n} f_{i} f_{m} R_{m j i k} \phi_{j k}-\sum_{i, j, k=1}^{n} f_{i} f_{j k} \phi_{j k i}
\end{align*}
$$

On the other hand,

$$
\begin{aligned}
-\sum_{i, j, k=1}^{n} f_{i} f_{j k} \phi_{j k i}= & \sum_{i, j, k=1}^{n} f_{i} f_{j k}\left(\phi_{j i k}-\phi_{j k i}\right)-\sum_{i, j, k=1}^{n} f_{i} f_{j k} \phi_{j i k} \\
= & \sum_{k=1}^{n}\left(\sum_{i, j=1}^{n} f_{i} f_{j}\left(\phi_{j i k}-\phi_{j k i}\right)\right)_{k}-\sum_{i, j, k=1}^{n} f_{i} f_{j}\left(\phi_{j i k}-\phi_{j k i}\right)_{k} \\
& -\sum_{i, j, k=1}^{n} f_{i k} f_{j}\left(\phi_{j i k}-\phi_{j k i}\right)-\sum_{i, j, k=1}^{n} f_{i} f_{k j} \phi_{j i k} \\
= & \sum_{k=1}^{n}\left(\sum_{i, j=1}^{n} f_{i} f_{j}\left(\phi_{j i k}-\phi_{j k i}\right)\right)_{k}-\sum_{i, j, k=1}^{n} f_{i} f_{j}\left(\phi_{j i k}-\phi_{j k i}\right)_{k} \\
& -\sum_{i, j, k=1}^{n} f_{j} f_{i k} \phi_{j i k}
\end{aligned}
$$

when we used in the last equality that $\sum_{i, j, k=1}^{n} f_{j} f_{i k} \phi_{j k i}=\sum_{i, j, k=1}^{n} f_{i} f_{k j} \phi_{j i k}$. Then

$$
\begin{align*}
\frac{1}{2} \square\left(|\nabla f|^{2}\right)= & \langle\nabla f, \nabla(\square f)\rangle+\sum_{i, j, k=1}^{n} \phi_{i j} f_{j k} f_{k i}+\sum_{i, j, k, m=1}^{n} f_{i} f_{m} R_{m j i k} \phi_{j k} \\
& +\sum_{k=1}^{n}\left(\sum_{i, j=1}^{n} f_{i} f_{j}\left(\phi_{j i k}-\phi_{j k i}\right)\right)_{k}  \tag{2.2}\\
& -\sum_{i, j, k=1}^{n} f_{i} f_{j}\left(\phi_{j i k}-\phi_{j k i}\right)_{k}-\sum_{i, j, k=1}^{n} f_{j} f_{i k} \phi_{j i k}
\end{align*}
$$

In order to find a more suited expression for the term $-\sum_{i, j, k=1}^{n} f_{i} f_{j}\left(\phi_{j i k}-\right.$ $\left.\phi_{j k i}\right)_{k}$ above, we use the following computation (see [11], Eq. (2.4), p. 198):

$$
\begin{aligned}
\Delta \phi_{i j}= & \sum_{k=1}^{n}\left(\phi_{i j k k}-\phi_{i k j k}\right)+\sum_{k=1}^{n}\left(\phi_{i k k j}-c \phi_{k k i j}\right)+c\left(\sum_{k=1}^{n} \phi_{k k}\right)_{i j} \\
& -\sum_{m, k=1}^{n} \phi_{m k} R_{m i k j}-\sum_{m, k=1}^{n} \phi_{i m} R_{m k k j},
\end{aligned}
$$

which implies

$$
\begin{align*}
-\sum_{i, j, k=1}^{n} f_{i} f_{j}\left(\phi_{i j k}-\phi_{i k j}\right)_{k}= & \sum_{i, j=1}^{n} f_{i} f_{j}\left(\sum_{k=1}^{n} \phi_{i k k}-c \sum_{k=1}^{n} \phi_{k k i}\right)_{j} \\
& +c \sum_{i, j=1}^{n}(\operatorname{tr} \phi)_{i j} f_{i} f_{j} \\
& -\sum_{i, j, k, m=1}^{n} f_{i} f_{j} \phi_{m k} R_{m i k j}  \tag{2.3}\\
& +\sum_{i, j, k, m=1}^{n} f_{i} f_{j} \phi_{i m} R_{m k i k} \\
& -\sum_{i, j=1}^{n} f_{i} f_{j} \Delta \phi_{i j}
\end{align*}
$$

Rewriting the last term in right hand side of (2.2) we have

$$
\begin{align*}
-\sum_{i, j, k=1}^{n} f_{j} f_{i k} \phi_{j i k}= & -\sum_{i, j, k=1}^{n}\left(f_{j} f_{i k} \phi_{j i}\right)_{k}+\sum_{i, j, k=1}^{n} f_{j k} f_{i k} \phi_{j i}+\sum_{i, j, k=1}^{n} f_{j} f_{i k k} \phi_{i j} \\
= & -\sum_{k=1}^{n}\left(\sum_{i, j=1}^{n} f_{j} \phi_{i j} f_{i k}\right)_{k}+\sum_{i, j, k=1}^{n} \phi_{i j} f_{j k} f_{k i}  \tag{2.4}\\
& \sum_{i, j, k=1}^{n} f_{j} f_{k k i} \phi_{i j}+\sum_{i, j, k, m=1}^{n} f_{j} f_{m} R_{m k i k} \phi_{i j} .
\end{align*}
$$

Equation (1.2) follows by replacing the expressions of (2.3) and (2.4) in (2.2), and noting that

$$
\sum_{i, j, k, m=1}^{n} f_{i} f_{j} \phi_{m k} R_{m i k j}=\sum_{i, j, k, m=1}^{n} f_{i} f_{m} \phi_{j k} R_{m j i k}
$$

## 3 Estimate of first eigenvalue of the Shouten operator

The main purpose of this section is to prove Theorem 1.2. We start with proving two lemmas.

Lemma 3.1 (Generalized Newton inequality). Let $A$ and $B$ be two $n \times n$ symmetric matrices. If $B$ is positive definite, then

$$
\begin{equation*}
\operatorname{tr}\left(A^{2} B\right) \geq \frac{[\operatorname{tr}(A B)]^{2}}{\operatorname{tr} B} \tag{3.1}
\end{equation*}
$$

and the equality holds if and only if $A=\alpha I$ for some $\alpha \in \mathbb{R}$.
Proof. Let $C$ be a positive definite matrix. By using the Cauchy-Schwarz inequality with $A \sqrt{C}$ and $(\sqrt{C})^{-1} B$, and the fact $\operatorname{tr}\left[(A B)^{2}\right] \leq \operatorname{tr}\left(A^{2} B^{2}\right)$, which holds for symmetric matrices, we have

$$
[\operatorname{tr}(A B)]^{2}=\operatorname{tr}\left(A \sqrt{C}(\sqrt{C})^{-1} B\right)^{2} \leq \operatorname{tr}\left(A^{2} C\right) \operatorname{tr}\left(B^{2} C^{-1}\right)
$$

In particular, since $B$ is positive definite, we can choose $C=B$ to obtain

$$
[\operatorname{tr}(A B)]^{2} \leq \operatorname{tr}\left(A^{2} B\right) \operatorname{tr} B
$$

i.e.,

$$
\operatorname{tr}\left(A^{2} B\right) \geq \frac{[\operatorname{tr}(A B)]^{2}}{\operatorname{tr} B}
$$

The equality holds if and only if

$$
\begin{aligned}
A \sqrt{B} & =\alpha(\sqrt{B})^{-1} B \Leftrightarrow(A \sqrt{B}) \sqrt{B} \\
& =\alpha(\sqrt{B})^{-1} B \sqrt{B} \Leftrightarrow A B=\alpha B \Leftrightarrow A=\alpha I .
\end{aligned}
$$

Remark 3.1. When $B=I$, the inequality (3.1) becomes

$$
\|A\|^{2} \geq \frac{1}{n}(\operatorname{tr} A)^{2}
$$

which is known as the (classical) Newton inequality.
When $A=\left[f_{i j}\right]_{n \times n}$ and $B=\left[\phi_{i j}\right]_{n \times n}$, (3.1) implies
Lemma 3.2. If $\phi$ is positive definite, then

$$
\sum_{i, j, k=1}^{n} \phi_{i j} f_{j k} f_{k i} \geq \frac{(\square f)^{2}}{\operatorname{tr} \phi}
$$

and the equality holds if and only if, $f_{i j}=\alpha g_{i j}$, i.e., Hess $f(X, Y)=\alpha\langle X, Y\rangle$.
In Proposition 5.1, item (4), in the Appendix, we have

$$
\operatorname{div} S=\nabla(\operatorname{tr} S)
$$

Therefore $S$ is divergence free if and only if $M$ has constant scalar curvature. Now let us prove Theorem 1.2.

Proof of Theorem 1.2. Since $S_{j i k}=S_{j k i}$ and div $S=0$, the Bochner formula of Theorem 1.1 in this case becomes

$$
\begin{align*}
\frac{1}{2} \square_{S}|\nabla f|^{2} & =\left\langle\nabla f, \nabla\left(\square_{S} f\right)\right\rangle+2 \sum_{i, j, k=1}^{n} S_{i j} f_{j k} f_{k i}+\langle S(\nabla f), \nabla(\Delta f)\rangle \\
& +2 \operatorname{Ric}(\nabla f, S(\nabla f))-\sum_{i, j=1}^{n} f_{i} f_{j} \Delta S_{i j}-\sum_{k=1}^{n}\left(\sum_{i, j=1}^{n} f_{j} S_{i j} f_{i k}\right)_{k} \tag{3.2}
\end{align*}
$$

Let us integrate and estimate each terms in the equation (3.2). We will complete our proof after proving two claims.

Claim 1. Let $\mu>0$ and a smooth function $f: M \rightarrow \mathbb{R}$ such that $\square_{S} f=-\mu f$, then

$$
\int_{M}\langle S(\nabla f), \nabla(\Delta f)\rangle d M=-\mu \int_{M}|\nabla f|^{2} d M
$$

In fact, by using Divergence Theorem, we have

$$
\begin{aligned}
\int_{M}\langle S(\Delta f), \nabla(\Delta f)\rangle d M & =\int_{M} \operatorname{div}(\Delta f \cdot S(\nabla f)) d M-\int_{M} \Delta f \cdot \operatorname{div}(S(\nabla f)) d M \\
& =-\int_{M} \Delta f \cdot \square_{S} f d M \\
& =\mu \int_{M} f \Delta f d M \\
& =-\mu \int_{M}|\nabla f|^{2} d M
\end{aligned}
$$

## Claim 2.

$$
\int_{M}\left[2 \operatorname{Ric}(\nabla f, S(\nabla f))-\sum_{i, j=1}^{n} f_{i} f_{j} \Delta S_{i j}\right] d M \geq \Gamma \int_{M}|\nabla f|^{2} d M,
$$

where

$$
\Gamma=L_{0}^{2}-\left(\frac{R}{2(n-1)}+K_{0}\right) L_{0}+\frac{1}{2} K_{0} R .
$$

To prove this claim, first note that

$$
\begin{aligned}
\operatorname{Ric}(\nabla f, S(\nabla f)) & =\langle\operatorname{Ric}(\nabla f), S(\nabla f)\rangle \\
& =\left\langle\left(S+\frac{R}{2(n-1)} I\right)(\nabla f), S(\nabla f)\right\rangle \\
& =|S(\nabla f)|^{2}+\frac{R}{2(n-1)}\langle S(\nabla f), \nabla f\rangle
\end{aligned}
$$

Since $S$ is a Codazzi tensor,

$$
(\Delta S)_{i j}:=\sum_{k=1}^{n} S_{i j k k}=\sum_{k=1}^{n} S_{i k j k}=\sum_{k=1}^{n} S_{k i j k} .
$$

By using Ricci identity

$$
S_{k i j k}=S_{k i k j}+\sum_{m=1}^{n} S_{m k} R_{m i j k}+\sum_{m=1}^{n} S_{m i} R_{m k j k},
$$

and following a computation of Cheng and Yau, cf. [11], we have

$$
\begin{aligned}
(\Delta S)_{i j} & =\sum_{k=1}^{n} S_{k k i j}+\sum_{m, k=1}^{n} S_{m k} R_{m i j k}+\sum_{m, k=1}^{n} S_{m i} R_{m k j k} \\
& =(\operatorname{tr} S)_{i j}+\sum_{m=1}^{n} S_{m i} \operatorname{Ric}_{m j}+\sum_{m, k=1}^{n} S_{m k} R_{m i j k} \\
& =\sum_{m=1}^{n} S_{m i}\left(S_{m j}+\frac{R}{2(n-1)} g_{m j}\right)+\sum_{m, k=1}^{n} S_{m k} R_{m i j k} \\
& =\sum_{m=1}^{n} S_{m i} S_{m j}+\frac{R}{2(n-1)} \sum_{m=1}^{n} S_{m i} g_{m j}+\sum_{m, k=1}^{n} S_{m k} R_{m i j k} \\
& =\left(S^{2}\right)_{i j}+\frac{\operatorname{tr} S}{n-2} S_{i j}+\sum_{m, k=1}^{n} S_{m k} R_{m i j k} .
\end{aligned}
$$

We now choose an orthonormal frame such that $S_{i j}=\lambda_{i} g_{i j}$ at a point $p \in M$.

Let $K(u, v)$ denote the sectional curvature of the plane generated by $u, v$. Then

$$
\begin{aligned}
& 2 \operatorname{Ric}(\nabla f, S(\nabla f))-\sum_{i, j=1}^{n} f_{i} f_{j} \Delta S_{i j} \\
= & 2 \sum_{i=1}^{n}\left(\lambda_{i}+\frac{R}{2(n-1)}\right) \lambda_{i} f_{i}^{2}-\sum_{i=1}^{n} \lambda_{i}^{2} f_{i}^{2} \\
& -\frac{R}{2(n-1)} \sum_{i=1}^{n} \lambda_{i} f_{i}^{2}-\sum_{i, j, k=1}^{n} \lambda_{k} R_{k i j k} f_{i} f_{j} \\
= & \sum_{i=1}^{n} \lambda_{i}^{2} f_{i}^{2}+\frac{R}{2(n-1)} \sum_{i=1}^{n} \lambda_{i} f_{i}^{2}+\sum_{k=1}^{n} \lambda_{k} K\left(e_{k}, \nabla f\right)\left[|\nabla f|^{2}-\left\langle e_{k}, \nabla f\right\rangle^{2}\right] \\
\geq & \sum_{i=1}^{n} \lambda_{i}^{2} f_{i}^{2}+\frac{R}{2(n-1)} \sum_{i=1}^{n} \lambda_{i} f_{i}^{2}+K_{0} \sum_{k=1}^{n} \lambda_{k}\left[|\nabla f|^{2}-\left\langle e_{k}, \nabla f\right\rangle^{2}\right] \\
= & \sum_{i=1}^{n} \lambda_{i}^{2} f_{i}^{2}+\left(\frac{R}{2(n-1)}-K_{0}\right) \sum_{i=1}^{n} \lambda_{i} f_{i}^{2}+\frac{n-2}{2(n-1)} K_{0} R|\nabla f|^{2} .
\end{aligned}
$$

Note that, if $K_{0}<0$, then $\frac{R}{2(n-1)}-K_{0}>0$, and if $K_{0}>0$, then

$$
\begin{aligned}
\frac{R}{2(n-1)}-K_{0} & =\frac{1}{2(n-1)} \sum_{i, j=1}^{n} K\left(e_{i}, e_{j}\right)-K_{0} \\
& \geq \frac{n(n-1)}{2(n-1)} K_{0}-K_{0} \\
& =\left(\frac{n}{2}-1\right) K_{0}>0 .
\end{aligned}
$$

It implies,

$$
\begin{aligned}
& 2 \operatorname{Ric}(\nabla f, S(\nabla f))-\sum_{i, j=1}^{n} f_{i} f_{j} \Delta S_{i j} \\
\geq & \sum_{i=1}^{n} \lambda_{i}^{2} f_{i}^{2}+\left(\frac{R}{2(n-1)}-K_{0}\right) \sum_{i=1}^{n} \lambda_{i} f_{i}^{2}+\frac{n-2}{2(n-1)} K_{0} R|\nabla f|^{2} \\
\geq & {\left[\lambda_{0}^{2}+\left(\frac{R}{2(n-1)}-K_{0}\right) \lambda_{0}+\frac{n-2}{2(n-1)} K_{0} R\right]|\nabla f|^{2}, }
\end{aligned}
$$

where $\lambda_{0}=\min _{p \in M}\left\{\min _{1 \leq i \leq n} \lambda_{i}(p)\right\}$. Since $\lambda_{0}=L_{0}-\frac{R}{2(n-1)}$, where $L_{0}$ is the minimum of the Ricci curvature, then the claim follows from the definition of $\Gamma$.

Now we are ready to complete the proof of Theorem 1.2. Since $\square_{S} f=-\mu f$, we have

$$
\begin{equation*}
\int_{M}\left\langle\nabla f, \nabla\left(\square_{S} f\right)\right\rangle=-\mu \int_{M}|\nabla f|^{2} d M \tag{3.3}
\end{equation*}
$$

and, by using the Lemma 3.1,

$$
\begin{equation*}
2 \int_{M}\left(\sum_{i, j, k=1}^{n} S_{i j} f_{j k} f_{k i}\right) d M \geq 2 \int_{M} \frac{\left(\square_{S} f\right)^{2}}{\operatorname{tr} S} d M \geq \frac{2 \mu^{2}}{\operatorname{tr} S} \int_{M} f^{2} d M \tag{3.4}
\end{equation*}
$$

Since, by using Divergence Theorem, $\int_{M}\left[\sum_{k=1}^{n}\left(\sum_{i, j=1}^{n} f_{j} \phi_{i j} f_{i k}\right)_{k}\right] d M=$ 0 , then replacing these estimates in the equation (3.2), p. 501, we have

$$
\begin{equation*}
0 \geq-2 \mu \int_{M}|\nabla f|^{2} d M+\frac{2 \mu^{2}}{\operatorname{tr} S} \int_{M} f^{2} d M+\Gamma \int_{M}|\nabla f|^{2} d M \tag{3.5}
\end{equation*}
$$

Since

$$
\begin{aligned}
\int_{M}|\nabla f|^{2} d M & \leq \frac{1}{\lambda_{0}} \int_{M}\langle S(\nabla f), \nabla f\rangle d M \\
& =\frac{\mu}{\lambda_{0}} \int_{M} f^{2} d M
\end{aligned}
$$

we obtain

$$
\begin{aligned}
0 & \geq(\Gamma-2 \mu) \int_{M}|\nabla f|^{2} d M+\frac{2 \mu \lambda_{0}}{\operatorname{tr} S} \int_{M}|\nabla f|^{2} d M \\
& =\left(\Gamma-2 \mu\left(1-\frac{\lambda_{0}}{\operatorname{tr} S}\right)\right) \int_{M}|\nabla f|^{2} d M
\end{aligned}
$$

Thus

$$
\begin{aligned}
\mu & \geq \frac{\Gamma}{2}\left(\frac{\operatorname{tr} S}{\operatorname{tr} S-\lambda_{0}}\right) \\
& =\frac{n-2}{2(n-1)}\left(\frac{R}{R-2 L_{0}}\right) \Gamma \\
& =\frac{n-2}{2(n-1)}\left(\frac{R}{R-2 L_{0}}\right)\left[L_{0}^{2}-\left(\frac{R}{2(n-1)}+K_{0}\right) L_{0}+\frac{1}{2} K_{0} R\right] .
\end{aligned}
$$

To prove the equality case, we suppose $K_{0}=1$ and $M^{n}=\mathbb{S}^{n}$. In this case $S=\frac{n-2}{2} I, \square_{S} f=\frac{n-2}{2} \Delta f$ and $\Gamma=\frac{(n-2)(n-1)}{2}$. Then the estimate becomes equality. Conversely, if the equality holds, Lemma 3.1, p. 500, gives us that $\operatorname{Hess}(f)=\alpha I$. Following the proof of Obata Theorem step-by-step, cf. [18], we can see that $M$ is a sphere.

## 4 The estimate of the first eigenvalue of $L_{1}$

This section will give the proof of Theorem 1.3. We start with the following lemma.

Lemma 4.1. Let $x: M^{n} \rightarrow \bar{M}^{n+1}(\kappa)$ be an isometric immersion of a $n$ dimensional Riemannian manifold $M$ into $a(n+1)$-dimensional space form $\bar{M}$ of constant sectional curvature $\kappa$. Then

$$
\begin{align*}
& 2 \operatorname{Ric}\left(\nabla f, P_{1}(\nabla f)\right)-\left\langle\left(\Delta P_{1}\right)(\nabla f), \nabla f\right\rangle \\
= & \operatorname{Hess}(H)(\nabla f, \nabla f)-(\Delta H)|\nabla f|^{2}+\langle Q(A)(\nabla f), \nabla f\rangle, \tag{4.1}
\end{align*}
$$

where $\left\langle\left(\Delta P_{1}\right)(\nabla f), \nabla f\right\rangle=\sum_{i, j=1}^{n} f_{i} f_{j} \Delta\left(H g_{i j}-h_{i j}\right)$ and $Q(A)=2 A^{3}-$ $3 H A^{2}+\left(2 H^{2}-|A|^{2}-\kappa(n-2)\right) A+\kappa(2 n-3) H I$.

Proof. By following Schoen-Simon-Yau's computations, see [22], eq. (1.20), p. 278, we have

$$
\Delta h_{i j}=H_{i j}+\left(\kappa n-|A|^{2}\right) h_{i j}-\kappa H g_{i j}+H \sum_{k=1}^{n} h_{i k} h_{k j}
$$

equivalently,

$$
(\Delta A)(X)=\nabla_{X} \nabla H+\left(\kappa n-|A|^{2}\right) A(X)-\kappa H X+H A^{2}(X)
$$

It implies

$$
\begin{aligned}
-\left\langle\left(\Delta P_{1}\right)(\nabla f), \nabla f\right\rangle= & \langle(\Delta A-(\Delta H) I)(\nabla f), \nabla f\rangle \\
= & \langle(\Delta A)(\nabla f), \nabla f\rangle-\Delta H|\nabla f|^{2} \\
= & \operatorname{Hess}(H)(\nabla f, \nabla f)+\left(\kappa n-|A|^{2}\right)\langle A(\nabla f), \nabla f\rangle \\
& +H\left\langle A^{2}(\nabla f), \nabla f\right\rangle-\kappa H|\nabla f|^{2}-\Delta H|\nabla f|^{2}
\end{aligned}
$$

By using Gauss equation

$$
\begin{aligned}
\langle\operatorname{Rm}(X, Y) Z, T\rangle= & \kappa(\langle X, Z\rangle\langle Y, T\rangle-\langle Y, Z\rangle\langle X, T\rangle) \\
& +\langle A(X), Z\rangle\langle A(Y), T\rangle-\langle A(Y), Z\rangle\langle A(X), T\rangle
\end{aligned}
$$

we have

$$
\begin{aligned}
\left\langle\operatorname{Rm}\left(\nabla f, e_{i}\right) P_{1}(\nabla f), e_{i}\right\rangle= & \kappa\left(\left\langle\nabla f, P_{1}(\nabla f)\right\rangle\left\langle e_{i}, e_{i}\right\rangle-\left\langle e_{i}, P_{1}(\nabla f)\right\rangle\left\langle\nabla f, e_{i}\right\rangle\right) \\
& +\left\langle A(\nabla f), P_{1}(\nabla f)\right\rangle\left\langle A\left(e_{i}\right), e_{i}\right\rangle \\
& -\left\langle A\left(e_{i}\right), P_{1}(\nabla f)\right\rangle\left\langle A(\nabla f), e_{i}\right\rangle
\end{aligned}
$$

After tracing, we obtain

$$
\begin{aligned}
2 \operatorname{Ric}\left(\nabla f, P_{1}(\nabla f)\right)= & 2 \kappa(n-1)\left\langle\nabla f, P_{1}(\nabla f)\right\rangle+2 H\left\langle A(\nabla f), P_{1}(\nabla f)\right\rangle \\
& -2\left\langle A^{2}(\nabla f), P_{1}(\nabla f)\right\rangle \\
= & 2 \kappa(n-1)\langle\nabla f,(H I-A)(\nabla f)\rangle+2 H\langle A(\nabla f), \\
& (H I-A)(\nabla f)\rangle-2\left\langle A^{2}(\nabla f),(H I-A)(\nabla f)\right\rangle \\
= & 2 \kappa(n-1) H|\nabla f|^{2}+\left(2 H^{2}-2 \kappa(n-1)\right)\langle A(\nabla f), \nabla f\rangle \\
& -4 H\left\langle A^{2}(\nabla f), \nabla f\right\rangle+2\left\langle A^{3}(\nabla f), \nabla f\right\rangle .
\end{aligned}
$$

Then

$$
\begin{gathered}
2 \operatorname{Ric}\left(\nabla f, P_{1}(\nabla f)\right)-\left\langle\left(\Delta P_{1}\right)(\nabla f), \nabla f\right\rangle= \\
\operatorname{Hess}(H)(\nabla f, \nabla f)-(\Delta H)|\nabla f|^{2}+\langle Q(A)(\nabla f), \nabla f\rangle
\end{gathered}
$$

Next lemma is a local estimate for $Q(A)$.
Lemma 4.2. If $0<\alpha I \leq A \leq a \alpha I$ then,
(i) if $\kappa>0$,

$$
\langle Q(A)(X), X\rangle \geq\left[2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} \alpha\right]|X|^{2}
$$

(ii) if $\kappa \leq 0$,

$$
\langle Q(A)(X), X\rangle \geq\left[2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} a \alpha\right]|X|^{2}
$$

for any $X \in T M$.

Proof. Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be an orthonormal base of eigenvectors of the shape operator $A$, and $h_{1}, h_{2}, \ldots, h_{n}$ be its eigenvalues. Denote by

$$
S_{2}=\sum_{i<j} h_{i} h_{j}=\frac{1}{2}\left(H^{2}-|A|^{2}\right)
$$

For $\kappa \geq 0$, we have

$$
\begin{align*}
& \left\langle Q(A)\left(e_{i}\right), e_{i}\right\rangle=2 h_{i}^{3}-3 H h_{i}^{2}+\left(2 H^{2}-|A|^{2}\right) h_{i}-\kappa(n-2) h_{i}+\kappa(2 n-3) H \\
& =2 h_{i}^{3}-3 h_{i}^{2}\left(h_{i}+H-h_{i}\right)+2\left(H^{2}-|A|^{2}\right) h_{i}+|A|^{2} h_{i} \\
& +\kappa\left[(n-2)\left(H-h_{i}\right)+(n-1) H\right] \\
& =\left(|A|^{2}-h_{i}^{2}\right) h_{i}+2 S_{2} h_{i}-3 h_{i}^{2}\left(H-h_{i}\right) \\
& +\kappa\left[(n-2)\left(H-h_{i}\right)+(n-1) H\right] \\
& =h_{i}\left[\left(|A|^{2}-h_{i}^{2}\right)+2 S_{2}-3 h_{i}\left(H-h_{i}\right)\right] \\
& +\kappa\left[(n-2)\left(H-h_{i}\right)+(n-1) H\right] \\
& =h_{i}\left[\left(\sum_{j=1}^{n} h_{j}^{2}-h_{i}^{2}\right)+2 S_{2}-3 \sum_{j=1}^{n} h_{i} h_{j}+3 h_{i}^{2}\right] \\
& +\kappa\left[(n-2)\left(H-h_{i}\right)+(n-1) H\right] \\
& =h_{i}\left[2 S_{2}+2 h_{i}^{2}+\sum_{j=1}^{n} h_{j}^{2}-2 \sum_{j=1}^{n} h_{i} h_{j}-\sum_{j=1}^{n} h_{i} h_{j}\right] \\
& +\kappa\left[(n-2)\left(H-h_{i}\right)+(n-1) H\right] \\
& \geq h_{i}\left[2 S_{2}+2 h_{i}^{2}+\sum_{j=1}^{n} h_{j}^{2}-\sum_{j=1}^{n}\left(h_{i}^{2}+h_{j}^{2}\right)-\sum_{j=1}^{n} h_{i} h_{j}\right] \\
& +\kappa\left[(n-2)\left(H-h_{i}\right)+(n-1) H\right] \\
& =h_{i}\left[2 S_{2}-(n-1) h_{i}^{2}-h_{i}\left(H-h_{i}\right)\right] \\
& +\kappa\left[(n-2)\left(H-h_{i}\right)+(n-1) H\right] \\
& \geq 2 \alpha\left[S_{2}-(n-1) a^{2} \alpha^{2}\right]+\kappa[(n-2)(n-1) \alpha+(n-1) n \alpha] \\
& \geq 2 \alpha\left[S_{2}-(n-1) a^{2} \alpha^{2}\right]+2 \kappa(n-1)^{2} \alpha \\
& \geq 2 \alpha\left(n(n-1) \alpha^{2}-(n-1) a^{2} \alpha^{2}\right)+2 \kappa(n-1)^{2} \alpha \\
& =2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} \alpha \tag{4.2}
\end{align*}
$$

and if $\kappa<0$,

$$
\begin{align*}
\left\langle Q(A)\left(e_{i}\right), e_{i}\right\rangle & \geq 2 \alpha\left[S_{2}-(n-1) a^{2} \alpha^{2}\right]+2 \kappa(n-1)^{2} a \alpha \\
& \geq 2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} a \alpha \tag{4.3}
\end{align*}
$$

Now we are ready to prove Theorem 1.3.

Proof of Theorem 1.3. Applying the formula of Theorem 1.1 to the operator $L_{1}$, and by using Codazzi Equation $h_{j i k}=h_{j k i}$, we have

$$
\begin{align*}
\frac{1}{2} L_{1}|\nabla f|^{2}= & \left\langle\nabla f, \nabla\left(L_{1} f\right)\right\rangle+\left\langle P_{1}(\nabla f), \nabla(\Delta f)\right\rangle \\
& +2 \sum_{i, j, k=1}^{n}\left(H g_{i j}-h_{i j}\right) f_{j k} f_{k i} \\
& +2 \operatorname{Ric}\left(\nabla f, P_{1}(\nabla f)\right)-\left\langle\left(\Delta P_{1}\right)(\nabla f), \nabla f\right\rangle  \tag{4.4}\\
& -\sum_{k=1}^{n}\left(\sum_{i, j=1}^{n} f_{j}\left(H g_{i j}-h_{i j}\right) f_{i k}\right)_{k} \\
& +\sum_{k=1}^{n}\left(|\nabla f|^{2} H_{k}-\langle\nabla H, \nabla f\rangle f_{k}\right)_{k} .
\end{align*}
$$

Integrating this formula and, by using the divergence theorem and the fact that $L_{1}$ is divergence free, we have

$$
\begin{align*}
0= & \int_{M}\left\langle\nabla f, \nabla\left(L_{1} f\right)\right\rangle d M+\int_{M}\left\langle P_{1}(\nabla f), \nabla(\Delta f)\right\rangle d M \\
& +2 \int_{M}\left(\sum_{i, j, k=1}^{n}\left(H g_{i j}-h_{i j}\right) f_{j k} f_{k i}\right) d M  \tag{4.5}\\
& +\int_{M}\left[2 \operatorname{Ric}\left(\nabla f, P_{1}(\nabla f)\right) d M-\left\langle\left(\Delta P_{1}\right)(\nabla f), \nabla f\right\rangle\right] d M
\end{align*}
$$

Let us estimate each of these integrals. The three first integrals in expression (4.5) have canonical estimates, as follows. Since $L_{1} f=-\mu f$ we have

$$
\int_{M}\left\langle\nabla f, \nabla\left(L_{1} f\right)\right\rangle d M=-\mu \int_{M}|\nabla f|^{2} d M
$$

By using Divergence Theorem in the expression

$$
\begin{aligned}
\operatorname{div}\left(\Delta f P_{1}(\nabla f)\right) & =\Delta f \operatorname{div}\left(P_{1}(\nabla f)\right)+\left\langle P_{1}(\nabla f), \nabla(\Delta f)\right\rangle \\
& =\Delta f \cdot L_{1} f+\left\langle P_{1}(\nabla f), \nabla(\Delta f)\right\rangle,
\end{aligned}
$$

we obtain

$$
\begin{aligned}
\int_{M}\left\langle P_{1}(\nabla f), \nabla(\Delta f)\right\rangle d M & =-\int_{M} \Delta f \cdot L_{1} f d M \\
& =\mu \int_{M} f \Delta f d M \\
& =-\mu \int_{M}|\nabla f|^{2} d M
\end{aligned}
$$

Applying Lemma 3.1, p. 500, we obtain

$$
\begin{aligned}
2 \int_{M}\left(\sum_{i, j, k=1}^{n}\left(H g_{i j}-h_{i j}\right) f_{j k} f_{k i}\right) d M & \geq 2 \int_{M} \frac{\left(L_{1} f\right)^{2}}{(n-1) H} d M \\
& \geq \frac{2 \mu^{2}}{n(n-1) a \alpha} \int_{M} f^{2} d M
\end{aligned}
$$

where we have used that $\operatorname{tr} P_{1}=(n-1) H$. To estimate the last integral, we claim that, for $\kappa \geq 0$,

$$
\begin{aligned}
& \int_{M}\left[2 \operatorname{Ric}\left(\nabla f, P_{1}(\nabla f)\right) d M-\left\langle\left(\Delta P_{1}\right)(\nabla f), \nabla f\right\rangle\right] d M \\
\geq & {\left[2 \alpha^{3}(n-1)\left(n-a^{2}\right)+2 \kappa \alpha(n-1)^{2}-\sigma\right] \int_{M}|\nabla f|^{2} d M }
\end{aligned}
$$

and for $\kappa<0$,

$$
\begin{aligned}
& \int_{M}\left[2 \operatorname{Ric}\left(\nabla f, P_{1}(\nabla f)\right) d M-\left\langle\left(\Delta P_{1}\right)(\nabla f), \nabla f\right\rangle\right] d M \\
\geq & {\left[2 \alpha^{3}(n-1)\left(n-a^{2}\right)+2 \kappa a \alpha(n-1)^{2}-\sigma\right] \int_{M}|\nabla f|^{2} d M, }
\end{aligned}
$$

where $\sigma=\max _{(p, v) \in T M}\left(\left.\operatorname{tr}(\operatorname{Hess} H)\right|_{v^{\perp}}(p)\right), v^{\perp}=\left\{u \in T_{p} M ;\langle u, v\rangle=0\right\}$. In fact, by using Lemma 4.1, we have

$$
\begin{aligned}
& \int_{M}\left[2 \operatorname{Ric}\left(\nabla f, P_{1}(\nabla f)\right)-\left\langle\left(\Delta P_{1}\right)(\nabla f), \nabla f\right\rangle\right] d M \\
= & \int_{M}\left[\operatorname{Hess}(H)(\nabla f, \nabla f)-(\Delta H)|\nabla f|^{2}\right] d M \\
& +\int_{M}\langle Q(A)(\nabla f), \nabla f\rangle d M
\end{aligned}
$$

By using Lemma 4.2, we have
$\int_{M}\langle Q(A)(\nabla f), \nabla f\rangle d M \geq\left[2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} \alpha\right] \int_{M}|\nabla f|^{2} d M$ for $\kappa>0$, and

$$
\int_{M}\langle Q(A)(\nabla f), \nabla f\rangle d M \geq\left[2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} a \alpha\right] \int_{M}|\nabla f|^{2} d M
$$

for $\kappa \leq 0$. On the other hand,

$$
\begin{aligned}
& \int_{M}\left(\operatorname{Hess}(H)(\nabla f, \nabla f)-(\Delta H)|\nabla f|^{2}\right) d M \\
= & \int_{M}\left[\operatorname{Hess}(H)\left(\frac{\nabla f}{|\nabla f|}, \frac{\nabla f}{|\nabla f|}\right)-(\Delta H)\right]|\nabla f|^{2} d M \\
\geq & -\sigma \int_{M}|\nabla f|^{2} d M
\end{aligned}
$$

Replacing these estimates in expression (4.5), we obtain, for $\kappa>0$,

$$
\begin{aligned}
0 \geq & -2 \mu \int_{M}|\nabla f|^{2} d M-\sigma \int_{M}|\nabla f|^{2} d M+\frac{2 \mu^{2}}{n(n-1) a \alpha} \int_{M} f^{2} d M \\
& +\left[2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} \alpha\right] \int_{M}|\nabla f|^{2} d M
\end{aligned}
$$

and an analogous expression for $\kappa \leq 0$. Note that

$$
(n-1) \alpha|\nabla f|^{2} \leq\left\langle P_{1}(\nabla f), \nabla f\right\rangle \leq(n-1) a \alpha|\nabla f|^{2}
$$

Since $\frac{1}{2} L_{1}\left(f^{2}\right)=f L_{1} f+\left\langle\nabla f, P_{1}(\nabla f)\right\rangle$, by using Divergence Theorem, we have

$$
\int_{M}\left\langle\nabla f, P_{1}(\nabla f)\right\rangle d M=-\int_{M} f L_{1} f d M=\mu \int_{M} f^{2} d M
$$

It implies

$$
\int_{M} f^{2} d M \geq \frac{(n-1) \alpha}{\mu} \int_{M}|\nabla f|^{2} d M
$$

Denoting by $C=2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} \alpha$, we have

$$
0 \geq(-2 \mu-\sigma+C) \int_{M}|\nabla f|^{2} d M+\frac{2 \mu}{n a} \int_{M}|\nabla f|^{2} d M
$$

i.e.,

$$
-2 \mu+\frac{2 \mu}{n a}-\sigma+C \leq 0 .
$$

Therefore,

$$
\mu \geq \frac{1}{2}\left(\frac{n a}{n a-1}\right)\left[2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} \alpha-\sigma\right]
$$

for $\kappa>0$, and

$$
\mu \geq \frac{1}{2}\left(\frac{n a}{n a-1}\right)\left[2(n-1) \alpha^{3}\left(n-a^{2}\right)+2 \kappa(n-1)^{2} a \alpha-\sigma\right]
$$

for $\kappa \leq 0$. Now, consider the case of the canonical immersion of a geodesic sphere $x: \mathbb{S}^{n}(\alpha) \rightarrow \bar{M}^{n+1}(\kappa)$. In this case we have $A=\alpha I, a=1$ and $L_{1} f=n(n-1) \alpha \Delta f$. Since $\mu\left(L_{1}, M\right)=n(n-1) \alpha\left[\alpha^{2}+\kappa\right]$ then, replacing these data in the estimate, the inequality becomes equality and the estimate is sharp. On the other hand, if the equality holds, the equality case of Lemma 3.1, p. 500 implies that $f_{i j}=c g_{i j}$, for some real constant $c$, and following the proof of Obata Theorem, cf. [18], we can conclude that $M$ is a geodesic sphere.

## 5 Appendix

In this appendix we include the Proposition mentioned in the introduction which gives examples of tensor $\phi$, we refer to [10] for more related discussions.

Proposition 5.1. Let $M$ be a Riemannian manifold.
(1) If $M$ has constant scalar curvature and $c$ is a real constant, then the linear operator $S_{c}:=\operatorname{Ric}-c I$ satisfies $\operatorname{div} S_{c} \equiv 0$;
(2) The Einstein operator $E:=\frac{1}{2} R I-$ Ric satisfies div $E=0$;
(3) If $M$ is an immersed hypersurface in an Einstein manifold, then the Newton transformation $P_{1}$ satisfies $\operatorname{div} P_{1} \equiv 0$;
(4) If $M$ is an immersed hypersurface in a space form of constant sectional curvature, then the Newton transformation $P_{r}$ satisfies div $P_{r} \equiv 0$;
(5) The Shouten operator $S$ satisfies $\operatorname{div} S=\nabla(\operatorname{tr} S)$;
(6) If $M$ is locally conformally flat, then the Newton transformations $T_{k}(S)=$ $T_{k}$ associated with $S, 1 \leq k \leq n$, satisfies $\operatorname{div} T_{k}(S) \equiv 0$.

Proof. It is well known, cf. [19], p. 39, and [11], p. 197, that

$$
\operatorname{div}(\text { Ric })=\frac{1}{2} d R
$$

If $M$ has constant scalar curvature, then $\operatorname{div}($ Ric $)=0$, which implies that $\operatorname{div}\left(S_{c}\right)=0$, since $c$ is constant. Claim (2) follows from

$$
\operatorname{div} E=\operatorname{div}(\mathrm{Ric})-\frac{1}{2} \operatorname{div}(R I)=\frac{1}{2} d R-\frac{1}{2} d R=0
$$

The proof of claim (3) is simple and follows from well known identity

$$
\operatorname{div}(A)=d H
$$

which holds for hypersurfaces immersed in an Einstein manifold, (see [13], for a proof). We have

$$
\operatorname{div}\left(P_{1}\right)=\operatorname{div}(H I)-\operatorname{div}(A)=d H-\operatorname{div}(A)=0
$$

The proof of claim (4) can be found in [20] or [21]. To prove Claim (5), we can use the identity $\sum_{j=1}^{n} \operatorname{Ric}_{i j j}=\frac{1}{2} R_{i}$, to obtain

$$
\begin{align*}
\sum_{j=1}^{n} S_{i j j} & =\sum_{j=1}^{n}\left(\operatorname{Ric}_{i j}-\frac{R}{2(n-1)} g_{i j}\right)_{j} \\
& =\sum_{j=1}^{n} \operatorname{Ric}_{i j j}-\sum_{j=1}^{n} \frac{R_{j}}{2(n-1)} g_{i j}  \tag{5.1}\\
& =\frac{1}{2} R_{i}-\frac{R_{i}}{2(n-1)} \\
& =\frac{n-2}{2(n-1)} R_{i} \\
& =(\operatorname{tr} S)_{i}
\end{align*}
$$

i.e.,

$$
\operatorname{div} S=\nabla(\operatorname{tr} S)
$$

Claim (6) was proved by Viaclovsky, and can be found in [23].
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